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## **Ejercicio 1**

Generamos variables de una manera muy similar a lo visto en clase. Luego, regresamos la variable *wage* en *intelligence, education*, *a* y *b*. Los resultados de la regresión se presentan en la primera columna de la Tabla 1. Al haber agregado *education*, hemos agregado una variable irrelevante para el modelo. A continuación, mostramos cómo aumentar el tamaño de la muestra, pasando de 100 observaciones a 1000, disminuye los errores estándar para todos los regresores, como se ve en la segunda columna de dicha tabla. La cuarta columna de la Tabla 1 contiene los verdaderos valores de los parámetros.

#### Tabla 1 Regresiones con Multicolinealidad y Verdaderos Valores

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | (1) | (2) | (3) | (4) |
| VARIABLES | wage | wage | wage | *true values* |
|  |  |  |  |  |
| intelligence | 2.0039\*\*\* | 1.9967\*\*\* | 2.1048\*\*\* | *2* |
|  | (0.0060) | (0.0023) | (0.1152) |  |
| education | -0.0225 | 0.0145 | -0.4896 | *-* |
|  | (0.0288) | (0.0108) | (0.5522) |  |
| a | 0.9832\*\*\* | 0.9934\*\*\* | 0.5052 | *1* |
|  | (0.0313) | (0.0109) | (0.6000) |  |
| b | 1.9963\*\*\* | 1.9925\*\*\* | 1.8964\*\*\* | *2* |
|  | (0.0206) | (0.0069) | (0.3936) |  |
| Constant | 19.9864\*\*\* | 19.8237\*\*\* | 20.3174 | *20* |
|  | (1.0831) | (0.3595) | (20.7385) |  |
|  |  |  |  |  |
| Observations | 100 | 1,000 | 100 | *∞* |
| R-squared | 0.9999 | 0.9999 | 0.9657 | *1* |

Standard errors in parentheses

\*\*\* p<0.01, \*\* p<0.05, \* p<0.1

En segundo lugar, generamos exactamente las mismas variables que antes, con la excepción de que ahora la variable u la construimos con una varianza de 20, mientras que antes era 1. Con 100 observaciones nuevamente, los resultados de la regresión se exponen en la columna 3. Como puede apreciarse, los errores estándar de todos los regresores aumentan significativamente.

Finalmente, mostramos que los errores del modelo poblacional son ortogonales a nuestra variable de interés, regresando los primeros sobre la segunda. Esto lo podemos hacer gracias a que conocemos el verdadero proceso generador de datos. La Tabla 2 muestra la correlación entre las variables mientras que la Tabla 3 despliega los resultados de dicha regresión.

#### Tabla 2 Variable Ortogonal al Error
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Como se puede observar en la tabla 3, al correr la regresión de *intelligence* sobre u, el coeficiente de este último no es significativamente distinto de cero.

#### Tabla 3

|  |  |
| --- | --- |
|  | *(1)* |
| *VARIABLES* | *intelligence* |
|  |  |
| *u* | *0.0435* |
|  | *(0.2596)* |
| *Constant* | *504.4182\*\*\** |
|  | *(6.5360)* |
|  |  |
| *Observations* | *100* |
| *R-squared* | *0.0003* |

*Standard errors in parentheses*

*\*\*\* p<0.01, \*\* p<0.05, \* p<0.1*

## **Ejercicio 2**

1. Se espera que los coeficientes sean distintos, dado que *![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAABCCAYAAADzNE40AAAC4UlEQVRoge2ZUbHsIAyGsYAGLOABCWiohTrAAQ5QgAIMYAAH8ZD7VCbt2bZsC4fDHf6ZPm1nw1cgfwIM/2Ox3gNoqQk3qibcqJpwo2rCjaoJN6om3J0AAJ1zuCwLKqWQMbZ7OOeolEKtNRpjMISAKaXH8UIIqJRC59zle6/gAACNMcg5/wFU8mzQxhh0zp1CAwCGENAYg0IIZIyhUgpjjG3gQggZavuKn4KllDCEgM45NMagUurxx9hihRCKxvgIzlqLjDGUUhYHOirGuAP+tJy3GFprtNZ+vZQfwW37669rZstR1RQuhIBa65zhGGMohECt9eO9+o2awAFAThBa65xFASAnI8YYruvaInxWdTgAQCklMsZOk866rhmw5QxWh9vApJSn74QQMlzLrFsVzhhTNCMUTilVcwg7VYMDgFx5CCEu3x0OzjmXB2ytvXyXzvAQy1JrnQd8VyZRa/De1xrCD1VreaiPXYnO8FXSqaEqcN77omUWY8z7knN+27K8VRU4uofOGkjaIkkpm4MhVoKj7QodNACg9z7/LoS4TTY1VQWO9l+baLovyaAt9BouxnjqWSkldM7l5bgsCwLA25DFeg1XUghTg5dS/hrga7hlWYo8i1rAb3Xxr+GoIV+ZN/VCujfPtB3fvSnPXh/t0WO622AE7qywTintqp1ucNS8SwZxBQcAuyXeHY6atzHm8l2aVY9L2HuPnHMUQuTzz+5w1LzvCmCaUI71Z0rpx8fpDkdn4i690310N8v0v7vAHZfZlWi1wjkv8rmucNS8jzUlFQDs7KL4nL8n3DGzcc7RGJMTxXatRY8evukEusLR2bDWfryb266o7u7RPg6sF9w3nfdTdYOj5q21fhz8St3gqHm36tO6wdG91eo4vBscvfZtpS5wteq+q/+nNsM5R+/9owb3azhaI9a8gjq7Ez8+JaXbpq/hSjvvv6B5bTyqJtyomnCjasKNqgk3qibcqPoHzfTgc65JQfoAAAAASUVORK5CYII=)* está sesgado. La razón del sesgo es que esa especificación omite variables relevantes altamente correlacionadas con la variable de interés.
2. En este caso, *![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAABCCAYAAADzNE40AAAC4UlEQVRoge2ZUbHsIAyGsYAGLOABCWiohTrAAQ5QgAIMYAAH8ZD7VCbt2bZsC4fDHf6ZPm1nw1cgfwIM/2Ox3gNoqQk3qibcqJpwo2rCjaoJN6om3J0AAJ1zuCwLKqWQMbZ7OOeolEKtNRpjMISAKaXH8UIIqJRC59zle6/gAACNMcg5/wFU8mzQxhh0zp1CAwCGENAYg0IIZIyhUgpjjG3gQggZavuKn4KllDCEgM45NMagUurxx9hihRCKxvgIzlqLjDGUUhYHOirGuAP+tJy3GFprtNZ+vZQfwW37669rZstR1RQuhIBa65zhGGMohECt9eO9+o2awAFAThBa65xFASAnI8YYruvaInxWdTgAQCklMsZOk866rhmw5QxWh9vApJSn74QQMlzLrFsVzhhTNCMUTilVcwg7VYMDgFx5CCEu3x0OzjmXB2ytvXyXzvAQy1JrnQd8VyZRa/De1xrCD1VreaiPXYnO8FXSqaEqcN77omUWY8z7knN+27K8VRU4uofOGkjaIkkpm4MhVoKj7QodNACg9z7/LoS4TTY1VQWO9l+baLovyaAt9BouxnjqWSkldM7l5bgsCwLA25DFeg1XUghTg5dS/hrga7hlWYo8i1rAb3Xxr+GoIV+ZN/VCujfPtB3fvSnPXh/t0WO622AE7qywTintqp1ucNS8SwZxBQcAuyXeHY6atzHm8l2aVY9L2HuPnHMUQuTzz+5w1LzvCmCaUI71Z0rpx8fpDkdn4i690310N8v0v7vAHZfZlWi1wjkv8rmucNS8jzUlFQDs7KL4nL8n3DGzcc7RGJMTxXatRY8evukEusLR2bDWfryb266o7u7RPg6sF9w3nfdTdYOj5q21fhz8St3gqHm36tO6wdG91eo4vBscvfZtpS5wteq+q/+nNsM5R+/9owb3azhaI9a8gjq7Ez8+JaXbpq/hSjvvv6B5bTyqJtyomnCjasKNqgk3qibcqPoHzfTgc65JQfoAAAAASUVORK5CYII=)*va a seguir estando sesgado pero el sesgo va a ser pequeño. En la segunda regresión, como la correlación entre X1 y las dos variables muy correlacionadas es casi nula, la varianza del estimador ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAA1CAYAAAADOrgJAAACvUlEQVRoge2ZXZHFIAyFr4VoqAU8IAENWMABDnAQBSjAAAZwgIfsE0za7S2lP2xnp2emT5c75IP0JNAP/RN9/jqAq/SCPE0vyNN0OUhKiRCRtNY0TRN9Pp/6SCnJWkvee8o5XzrvaZAYIznnSCn1K/DWI4QgYwwhIqWUxoKEEGrgALAanFKKrLUUQqgBxhjJe0/WWpJSrkJP00Raa0JEijFeCxJCqJPzSQGgpgoiUgihd01mC2OMISnlbHEAgJRS5JxrgjVBhBAkpSStNTnnKIRweX4vlVKqC6i1JiEEaa03//O61lI559UULOl39y5eAoKIBAAEAISINegYIwkh6ovc+wL36DQIItYXcy3QnPNsd+7SKRDvfQ3Se/91HE+3s/Ximw6D5JyrVbZWmoMctemWDoNYa2twiLg59tEgpTIDQHsS5mKPSq0YYw2sVaiKGZT25S4dAjHG7E4r3lNtGcJZHQIptaGVKlrr3Tt3VodAeLe6ppzzDMJaeyrIXTH1/iGEUANUSs1+izGStbbaslLqtpd7qW4Qbrt8pbnFCiGGARR1gyilvtaEEEL9fZqmW1/upbpB+MHnW0fbUyyvUhdISml3TeC2OyLNukB4cWvZKa81LdcqZxkAONzCdIHw4Jxzm2N5em01leUsc7YX6wLhhbA1YQvEe796kzIEhE/YEne3ZRoWq9ZaU4xxVjxvB+GFcE/zx1d76VzL6x2+e7eD8MmMMZtjeXcMAM2Lh6EgPFVaLsSr/J4+aygId5Zlj8XlnOu+bBgGwgshD5K3IDHG2a610o9rGAgvhOWCeu0iulxt9lbyYSA9J8IjGgbCC+Edt4XDQLiV3qEhILwQ3nXlOQSE2+ldZ+8hIFsnwrPKOZP3flajSv/VqyYIt9irvnHwdG09e7U5sudE+Nd6P709TS/I0/SCPE3/BuQH1OO04WqfazMAAAAASUVORK5CYII=) no se va a ver muy afectada, por lo que esperamos que los regresores sean similares.
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7. Estimamos un modelo de score en base a *assistance* y otras dos variables, a y b. Al ingresar un error no sistemático de medición en *assistance* con media cero, como podemos observar en la Tabla 4, el coeficiente de *assistance\_error* será sesgado hacia el cero.

#### Tabla 4

|  |  |  |
| --- | --- | --- |
|  | *(1)* | *(2)* |
| *VARIABLES* | *score* | *score* |
|  |  |  |
| *assistance* | *1.9996\*\*\** |  |
|  | *(0.0007)* |  |
| *a* | *0.9932\*\*\** | *1.5025\*\*\** |
|  | *(0.0109)* | *(0.5346)* |
| *b* | *1.9928\*\*\** | *1.4784\*\*\** |
|  | *(0.0069)* | *(0.3372)* |
| *assistance\_error* |  | *1.4390\*\*\** |
|  |  | *(0.0286)* |
| *Constant* | *19.8194\*\*\** | *297.2857\*\*\** |
|  | *(0.3597)* | *(15.2527)* |
|  |  |  |
| *Observations* | *1,000* | *1,000* |
| *R-squared* | *0.9999* | *0.7192* |

Por último, estimamos un modelo de *score* en base a *assitance, a* y *b*, y luego la variable dependiente score\_error, con error de medición, contra los mismos regresores. Observamos que el valor de los coeficientes no cambia mucho (dado que no afecta la insesgadez), pero aumenta significativamente los errores estándar.

#### Tabla 5

|  |  |  |
| --- | --- | --- |
|  | *(1)* | *(2)* |
| *VARIABLES* | *score* | *score\_error* |
|  |  |  |
| *assistance* | *1.9996\*\*\** | *1.9899\*\*\** |
|  | *(0.0007)* | *(0.0534)* |
| *a* | *0.9932\*\*\** | *0.5533* |
|  | *(0.0109)* | *(0.8473)* |
| *b* | *1.9928\*\*\** | *2.4982\*\*\** |
|  | *(0.0069)* | *(0.5347)* |
| *Constant* | *19.8194\*\*\** | *25.2363* |
|  | *(0.3597)* | *(27.8956)* |
|  |  |  |
| *Observations* | *1,000* | *1,000* |
| *R-squared* | *0.9999* | *0.5846* |

**Código:**

*clear all*

*cd "C:\Users\juanb\OneDrive\Documentos\Juan\UdeSA\Economía Aplicada\Tutoriales\Tutorial 4"*

*\*EJERCICIO 1*

*\*a)*

*\*Primero un modelo con 100 observaciones*

*set obs 100*

*set seed 150*

*gen intelligence=int(invnormal(uniform())\*50+500)*

*\*sum intelligence*

*\*kdensity intelligence, norm*

*gen education=int(intelligence/5+invnormal(uniform())\*3)*

*corr education intelligence*

*gen a=int(invnormal(uniform())\*3+10)*

*gen b=int(invnormal(uniform())\*5+5)*

*gen u=int(invnormal(uniform())\*1+20)*

*\*Verdadero modelo*

*gen wage=2\*intelligence+a+2\*b+u*

*\*Corremos el modelo con la variable education*

*reg wage intelligence education a b*

*est store mco1*

*outreg2 using prueba1, word dec(4) label*

*clear*

*\*Ahora con 1000 observaciones*

*set obs 1000*

*set seed 150*

*gen intelligence=int(invnormal(uniform())\*50+500)*

*\*sum intelligence*

*\*kdensity intelligence, norm*

*gen education=int(intelligence/5+invnormal(uniform())\*3)*

*corr education intelligence*

*gen a=int(invnormal(uniform())\*3+10)*

*gen b=int(invnormal(uniform())\*5+5)*

*gen u=int(invnormal(uniform())\*1+20)*

*\*Verdadero modelo*

*gen wage=2\*intelligence+a+2\*b+u*

*reg wage intelligence education a b*

*est store mco2*

*outreg2 using prueba1, word dec(4) label*

*esttab mco1 mco2, se*

*\*b)*

*clear*

*set obs 100*

*set seed 150*

*gen intelligence=int(invnormal(uniform())\*50+500)*

*\*sum intelligence*

*\*kdensity intelligence, norm*

*gen education=int(intelligence/5+invnormal(uniform())\*3)*

*corr education intelligence*

*gen a=int(invnormal(uniform())\*3+10)*

*gen b=int(invnormal(uniform())\*5+5)*

*gen u=int(invnormal(uniform())\*20+20)*

*\*Verdadero modelo*

*gen wage=2\*intelligence+a+2\*b+u*

*reg wage intelligence education a b*

*est store mco3*

*outreg2 using prueba1, word dec(4) label*

*esttab mco1 mco2 mco3, se*

*\*3)*

*corr intelligence u*

*reg intelligence u*

*outreg2 using prueba2, word dec(4) label*

*\*EJERCICIO 2*

*\*g)i)*

*clear*

*set obs 1000*

*set seed 150*

*gen assistance=int(invnormal(uniform())\*50+500)*

*gen error\_medición=int(invnormal(uniform())\*80)*

*gen assistance\_error = assistance + error\_medición*

*gen a=int(invnormal(uniform())\*3+10)*

*gen b=int(invnormal(uniform())\*5+5)*

*gen u=int(invnormal(uniform())\*1+20)*

*gen score=2\*assistance+a+2\*b+u*

*\*Regresión sin error de medición*

*reg score assistance a b*

*est store proof1*

*outreg2 using prueba3, word dec(4) label*

*\*Regresión con error de medición*

*reg score assistance\_error a b*

*est store proof2*

*outreg2 using prueba3, word dec(4) label*

*esttab proof1 proof2, se*

*\*g)ii)*

*clear*

*set obs 1000*

*set seed 150*

*gen assistance=int(invnormal(uniform())\*50+500)*

*gen error\_medición=int(invnormal(uniform())\*80)*

*gen a=int(invnormal(uniform())\*3+10)*

*gen b=int(invnormal(uniform())\*5+5)*

*gen u=int(invnormal(uniform())\*1+20)*

*gen score\_error=2\*assistance+a+2\*b+u+error\_medición*

*gen score=2\*assistance+a+2\*b+u*

*\*Regresión sin error de medición*

*reg score assistance a b*

*est store proof3*

*outreg2 using prueba4, word dec(4) label*

*\*Regresión con error de medición*

*reg score\_error assistance a b*

*est store proof4*

*outreg2 using prueba4, word dec(4) label*

*esttab proof3 proof4, se*